Hardy-Sobolev Spaces Decomposition In Signal Analysis
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Abstract

Some fundamental formulas and relations in signal analysis are based on amplitude-phase rep-
resentations s(t) = A(t)e®?®) and 5(w) = B(w)e'¥@), where the amplitude functions A(t) and
B(w) and the phase functions ¢(t) and ¥ (w) are assumed to be differentiable. They include the
amplitude-phase representations of the first and the second order means of the Fourier frequency
and the time, and the equivalence relation between two forms of the covariance. A proof of the un-
certainty principle is also based on the amplitude-phase representations. In general, however, signals
of finite energy do not have differentiable amplitude-phase representations. The study presented
in this paper extends the classical formulas and relations to general signals of finite energy. Under
the formulation of phase and amplitude derivatives based on Hardy-Sobolev spaces decomposition
the extended formulas reveal new features, and contribute to the foundations of time-frequency
analysis. The established theory is based on the equivalent classes of the L? space but not on
particular representations of the classes. We also give a proof of the uncertainty principle using the
amplitude-phase representations defined through Hardy-Sobolev spaces decomposition.
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1 Introduction

The work presented in this paper was motivated by the recent study on relations between the Fourier
frequency and the analytic frequency of signals ([4], [5], [6], [14], [10], [22]), and especially on relations
between their respective positivities. For a signal s of finite energy, positivity of its Fourier frequency
addresses the property that $(w) = 0 if w < 0, or, equivalently, $x_ = §, where § is the Fourier trans-
form of s and x_ is the characteristic (indicator) function of the set (—oo,0). In contrast, positivity of
analytic frequency amounts to require the analytic phase derivative ¢’ to be non-negative a.e., where
¢ is defined (if it could be) through p(t)e’?® = s(t) + iH s(t) which is the so called analytic signal
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associated to s, where H stands for Hilbert transformation, defined by (see also the basic result 4
stated in §2)

1
Hs(t) 2 = lim 3 4, (1.1)
T e—0 [t—u|>e l—u

The terminology analytic phase derivative will be often abbreviated as phase derivative. In this paper,
when one side of an equality is defined through the other side of it, we write “ £ ” instead of “=".

The function s + iHs is the boundary value of an analytic function in the upper-half complex
plane, and thus possesses only positive Fourier frequencies (see the basic results 3 and 4 in §2). One
thought that positivity of the Fourier frequency would imply positivity of analytic frequency. But it is
not true. Outer functions in the upper-half complex plane (signals of minimum phase and minimum
energy delay) are of positive Fourier frequencies, but they have negative phase derivatives on sets of
positive Lebesgue measure ([18]). The wrong thought is caused by mixing up the two different kinds
of frequencies. The result (1.2) given in Theorem 1.1, however, indicates that they indeed have some
relations.

In the sequel we always assume the signal under study is of unit energy, that is

\|s|§:/ s(0)2dt = 1.

A precise version of a result given and essentially proved in [4] is formulated as follow.

Theorem 1.1 Let s(t) = A(t)e’®) € L2(R), A(t) = |s(t)|. Assume that the classical derivatives

A - do ond % all exist and are Lebesgue measurable, and % is in L2(IR). Then there holds

dt o dt
w= [ )P (1.2

where (w) is defined by
(w) é/ w]3(w) 2w,

—00

The formula (1.2) shows that if the mean of the Fourier frequency is positive then the mean of the

analytic frequency dﬁ—g) is also positive, and vice versa. If, in particular, s is taken to be an analytic
signal, that is, s = s; + iH sy for some signal s; € L?(IR), then s is of positive Fourier frequency and

the above formulas imply

0< (w) = /Ooow|§(w)|2dw _ /_Oo C“Zf)p(t)ﬁdt. (1.3)

In such case, however, there does not necessarily hold dfl—gt) >0, a.e.

For a real-valued signal s; and s = s; +iHs; = pe'?, if and only if the phase derivative Cfl—f >0, a.e.,
then Z—f > 0 is called the analytic instantaneous frequency function of s1, abbreviated as instantaneous
frequency of s1. We call a real-valued signal a mono-component if and only if its associated analytic
signal possesses positive (non-negative) phase derivative ([17]). Note that phase derivative %‘f should
be suitably defined and the definition is given in §3. The positivity of analytic phase derivative and
related issues have been the subject of much controversy. The positivity requirement for frequency



has support from physics science. We now provide more background information for the interest in
signals of positive analytic phase derivative in relation to time-frequency analysis.

As in Theorem 1.1, let s(t) = A(t)e¥") € L2(IR), A(t) = |s(t)], and §(w) = B(w)e* ), B(w) =
|5(w)|. One usually assumes a time-frequency distribution P(¢,w) to satisfy the positivity condition

P(t,w) >0, (1.4)
and the usual edge distribution conditions
Pr(w) 2 / Plt.w)dt = 5w, Pr(t) 2 / Pt w)dw = |s(t)2. (1.5)
One further expects to have
a1 / > de(t)
= — P(t,w)dw = ——= 1.
<w>t PT(t) 7000') ( ,W) w at ( 6)
and
1 e
e & ——— tP(t,w)dt = — . 1.7
ot g [ Pty = =2 (1.7

The left-hand-side of (1.6) is the conditional mean of the Fourier frequency at the time moment ¢,
while that of (1.7) is the conditional mean of the time at the frequency w. Wigner-Ville distribution,
for instance, satisfies the conditions (1.5), (1.6) and (1.7), but not (1.4).

We also expect the analytic positivity property that

S$x— =0 implies P(t,-)x- =0, Vt (1.8)

for the distribution. Wigner-Ville distribution, for instance, has this property. If (1.8) holds, then

(1.4) and (1.6) imply dﬁ—ff) > 0. In other words, positivity of phase derivative is a necessary condition
of positivity of Fourier frequency, positivity (1.4) and analytic positivity (1.8) and the relation for the
conditional mean of Fourier frequencies (1.6) of the time-frequency distributions.

Positivity of phase derivative is crucial in order to define meaningful (analytic) instantaneous
frequency (as a function). The observation on analytic outer functions tells that one cannot expect
positivity of analytic phase derivative in general. What one could do would be to decompose signals
of positive Fourier frequency into sums of mono-components ([17]). Fourier series is the classical
example of such decomposition. Expansions in Takenaka-Malmquist systems as generalizations of
Fourier series belong to the same category ([1], [3], [9]). Now comes the concept adaptive mono-
component decomposition where adaptivity is referred to fast convergence of the decomposition ([19],
[20]). In a fast decomposition of a given signal intrinsic mono-components of the signal are extracted
out. The present work is not to pursue this direction for which the reader is referred to ([17], [18],
119)).

To study positivity of phase derivative, we first need to define the notion phase derivative. The
present paper is set to study the right forms (replacements) of fundamental formulas such as (1.2),
(1.9) and (1.10 for the general cases where classical derivative 42 and % may not exist. For all

dt :
purposes the right definition of phase derivative is crucial. In general cases e*#(*) is defined by s/|s|,
but ¢(t) is not uniquely defined, let alone dﬁ—y). Moreover, s may not be a smooth function, and when

it is, then Hs may not, and ¢(¢) may not be smooth.



Similar queries arise from the study of signal of minimum phase and minimum energy delay in
relation to all-pass filters (see [12],[13]). In the complex analysis terminology, signals of minimum
phase and minimum energy delay are (analytic) outer functions and all-pass filters are (analytic)
inner functions in the corresponding domains. The related results in signal analysis are only interplay
relations between the two types of analytic functions. To the authors’ knowledge, before ([18]),
no literature has given a valid proof for the fact that outer functions are of minimum phase, or,
equivalently, inner functions are of positive “phase derivatives” on the boundary, and no literature
has defined what is the boundary phase derivative of a general Z-transform. Before [18], technicalities
in the literature were only valid for proving the positivity of the phase derivative of finite Blaschke
products and of singular inner functions induced by a finite linear combination of shifted Dirac point
measures. In [18], existence and positivity of phase derivative of inner functions are reduced to the
classical Julia-Wolff-Carathéodory Theorem, and existence and zero-mean property of a class of outer
functions are proved.

In this paper, based on the definition of phase derivative and amplitude derivative of signals in the
Hardy-Sobolev space extensions of (1.2) and of the following relations are given:

o2 = /_Z <d§§t)>2dt+ /_Z (Cl*;(:) - (w>)2A2(t)dt, (1.9)

and
a ,,do(t) _, dY(w)
Coviy = (t= =) = (W) = —{w—_ =) = {t){w), (1.10)
where
<tdflf)>é/:tdflff)f12(t)dt, and <wd‘2((:")>é/_:wd@;LW)B%w)dw L.11)

These relations are formulated in time-frequency analysis with important applications. Our contri-
bution in this paper is two-fold: (i) We generalize the concept “phase derivative”, Cfi—f, to non-smooth
square-integrable signals in the Sobolev space; and (ii) As application of this generalization, we show
that the formulas (1.2), (1.9), (1.10) are all extendable with new forms to general signals. We also
give a proof of the classical uncertainty principle by using the generalized phase derivatives.

Throughout the paper we assume that s is complex-valued. In applications we usually assume s is
real-valued, and the Hilbert transform Hs contributes the pure imaginary part to form the associated
analytic signal s + iHs. The generalizations of the phase and amplitude derivatives are achieved via
Hardy-Sobolev spaces decomposition of functions in the Sobolev space.

Throughout the paper we denote by C the complex plane, and by C™ and C~ the upper- and
lower-half complex planes, respectively. Now we introduce the Hardy spaces in the upper- and the
lower-half complex planes. For 1 < p < oo the totality of the analytic functions in the upper-half
complex plane CT under the norm

o) 1/p

l|s]|, £ sup </ |s(t + iy)|pdt> < 00 (1.12)
y>0 —00

forms a Banach space. For 0 < p < 1, the totality of analytic functions in C* satisfying (1.12) under

the distance

d(s,u) = sup/ |s(t +iy) — u(t +iy)|Pdt < oo
y>0J —00



forms a complete metric space. For p = oo the totality of the analytic functions in C* under the norm
[|5]loo = sup{|s(z)] : 2 € CT} < o0

forms a Banach space. In all the three cases we denote the space by HP(C"), and call it a Hardy
space. Similarly one defines the Hardy spaces HP(C™) for the lower-half complex plane.

Hardy spaces have a well developed theory connecting complex analysis and harmonic analysis.
The latest developments of Hardy spaces mainly concern the real-Hardy spaces with the index region
0 < p < 1, and mainly via real analysis methods. For our purpose we concentrate in the complex
Hardy spaces H?(C™).

We adopt the notation for Sobolev spaces L2(IR) in [23], that is

-
dt

d=\"
\/HSH% +1(5) o1
d*

where (E)n s(t) denotes the n-th distributional derivative of s.
Throughout this paper we will assume signals s under study to satisfy

L2(R) = {s(t) € L*(R) : < >ns(t) e L*(R)}

with the norm defined by

sc L*(R), ws(w)e L*(R). (1.13)

Signals satisfying the condition (1.13) belong to L?(IR) (see Lemma 2.5).
If s € L?(IR), then we usually perform the Hardy spaces decomposition s = st 4 57, st =
(1/2)(s £ iHs), and sT are, respectively, the boundary values of the analytic functions

+1 [ 1 o
st (z) = / s(u) du = \/%/ exi(w)e ™i(w)dw, z=t+iye CE.

C 2mi

o U— 2
The last equal relation is a consequence of (2.17), where x4+ = Xp=, where RT = [0,400) and
R~ = (—00,0], and, in general, xg is the characteristic function of the Lebesgue measurable set E

that takes value 1 on F and 0 otherwise. If s satisfies the conditions in (1.13), that is s € L3(IR), then

a's

st € HYL2(R) = {s € H*(C*) : p7

€ H*(CH)},
where H jEL%(]R) are called Hardy-Sobolev spaces in, respectively, the upper- and lower-half complex
planes. Thus, we have the decomposition

L}(R) = H'L(R) D H L (R).

The spaces HTL?(IR) and H~L?(IR) are mutually orthogonal. We note that in the function space
notations we mix up the analytic functions in the respective domains with their boundary values due
to the certain isometric isomorphism relationships in the respective contexts.

It is for the functions in the Hardy-Sobolev spaces that we are able to define phase and amplitude
derivatives. They are defined to be non-tangential boundary limits of the same quantities in the
respective domains in which the functions are analytic. The details will be given in §3.



Both Hardy and Sobolev spaces have been well studied, and have long histories with ample appli-
cations. Hardy-Sobolev spaces in recent years have undergone a new phase of development ([2], [11]).
To the authors’ knowledge, no applications in signal analysis have been noted.

In §2 we discuss the useful relations between some five types of derivatives and in §3 we define the
amplitude and the phase derivatives for s and s~. In §4 we deal with the first and the second order
means of the Fourier frequency. In §5 we give the results on the first and the second order means of
the time. In §6 we study covariance, and in §7 we give a proof of the uncertainty principle that are
all based on the generalized phase-amplitude representations. In §8 we draw the conclusions and give
some remarks.

2 Technical Preparations

For any a > 0, define the a-cone I'} (t) at t € R by
Lo(t) = {(z,y): |z —t| <ay,0 <y < oo},
For an analytic function s in C* define its a-non-tangential maximal function by

MEs)2 sup |s()
zeTE (1)

Then M s is a function defined on IR. It is a fundamental result that M s € L*(R) if and only if
s € H*(CT) ([8]). This result presents the equivalence between the two statements of which one is
dependent of o but the other is not. This shows that the condition M s € L?(IR) is independent of
. In other words, if for any a € (0,00) there holds M} s € L?(IR), then the latter relation holds for
all @ € (0,00). One defines the a-non-tangential maximal function for analytic functions in the lower-
half complex plane C™~ in the same way through the a-cone T'; (t) symmetric to '} (#) with respect
to the real-axis. The theory for the lower-half complex plane is parallel to that for the upper-half
complex plane. We will write T',(¢) for either T} (¢) or I'; () depending on the context. To indicate
a non-tangential limit o being independent of o > 0, we adopt the notation
. A
limo(2) 20
and this is exactly what happens to all s € H?(C*). Here we allow the limit ¢ to be oo, including
+00. In the context this value o is denoted by s(t). The correspondence between s(z) € H?(CF)
and its boundary value s(t) € L?(IR) is one to one with equal norms in their respective spaces. For
meromorphic functions in the respective domains, we use the same limit notation but for truncated
a-cones. Recall that a function is meromorphic in a domain if it is analytic throughout the domain
except at its poles. This is exactly what is needed in defining phase and amplitude derivatives (see
Theorem 3.1).
Now we list five types of derivatives. Assume that s € L?(IR).

S

(i) The distributional or weak derivative %. Based on the distribution theory this type of derivatives
always exist.

(ii) The classical or strong derivative %. It may or may not exist.

(iii) The Fourier transform derivative that is the inverse Fourier transform of iw3(w) in L?(IR). This
will exist if s € L#(IR).



(iv) Further assuming s € L?(IR), and decomposing s into the sum s = st + s7, where s* are

the non-tangential boundary values of the associated analytic functions s¥(z) in the Hardy
spaces H2(C*). One can show that s*'(z) are also in H2(C%), respectively, and therefore the
non-tangential limits, called analytic derivatives,

: +/ A ! +
Fil:IZILtS (z2) =s7 (), =ze€CF,

exist.

(v) The boundary derivative defined through the non-tangential boundary limits

e S s

4/
t
IE:z—t z—1 5 ( )’

provided that the non-tangential boundary values s*(t) exist, and the non-tangential limits on
the left-hand-side exist.

In order to define phase and amplitude derivatives for s € L?(IR) a close study on the relations between
the five types of derivatives are necessary and that is what will be done in the rest of this section.
The Fourier transform of s € L*(IR) is defined by

~ N /OO —it
j(w) = —=— e "s(t)dt. 2.14
@& o= [ e 214
If § is also in L!(IR), then the inversion formula holds, that is

1 Rl
s(t) = — es(w)dw, ae. 2.15
0 == [ e (2.15)
There holds the Plancherel Theorem
1813 = lIsl3, s € L'(IR) N L*(IR).

Through a density argument, both the Fourier transformation and its inverse can be extended to
L?*(R) in which Plancherel Theorem and the inversion remain to hold. When we use the formulas
(2.14) and (2.15) for L?(IR) functions, we keep in mind that convergence of the integrals is taken to
be in L?(IR).

Now we summarize the results that are often recalled and regarded as basic results throughout
the paper (see also[8], [21]).

1. s belongs to H?(C*) if and only if MFs belongs to L?(IR), a > 0. Such s and MzFs are of
equivalent norms in their respective spaces.

2. If s € H*(C?F), then the non-tangential boundary limit or non-tangential boundary value

i 3(2) = )

exists for a.e. t € IR. We will use the notation s for both s(z) and s(t). They are of equal norms
in their respective spaces.



N

3. If s € L*(R), then s = s* 4+ 57, st 2 45, st € H?(C*), where

+1 [F +1 [
sT(t) = — e"3(w)dw and sT(2) = / mdu, z € CE, (2.16)
V2m Jo 2 J_ o u — 2
The decomposition is orthogonal and unique.
4. For s € L*(IR) we have the Plemelj Theorem
1 ee 1
lim — L),du = —s(t)+ -Hs(t) = sT(t), a.e.,
y—+0 27 J_ o u — (t + 1y) 2 2

where Hs is the Hilbert transform of s,

Hs(t) = %p.v. / Z :(_u - = / “san(w)$(w)dw,

where p.v. stands for the principal value of the integral defined through (1.1) and sgn(w) is the
signum function that takes value 1 for w > 0 and value —1 for w < 0.

H? = —TI (I being the identity operator), 1H sl 2wy = Isll 2wy
and the adjoint operator of H is —H.

6. The following Fourier transform plays an important role: For z = = + iy, £y > 0,

V(W) = £V2mixe(w)e™e v, (2.17)

The following result shows that, in the Hardy spaces, existence of the analytic derivative implies
existence of the Fourier transform derivatives of the same and lower orders, and vice versa.

Lemma 2.1 Let s € H*(CF) and n a positive integer. Then
(i) s(” 6 H?(C*) if and only if ™5 € L*(IR).
(i) s € H?(C*) implies s*) € H>(CF), k=1,...,n — 1.

Proof of Lemma We only prove the lemma for H2(CT). For H?(C™) the proof is similar.
(i) For s € H?(C™T), denote s,(t) = s(t+iy). By invoking the basic results 3 and 6, and the Plancherel
Theorem, we have

1 [ s(u)

H = — [ W 4
sy(t) 211 J_o u— (t+iy) "

b e 5(w)dw
\/%/0 Y95 (w)dw.
Therefore,

()" (@) = e (w)e ™5(w).



As consequence,

By the Plancherel Theorem,

/ 150 (¢ + i) 2dt = / W= 5(00) Pl (2.18)
—00 0

Therefore, s(™ € H?(C") if and only if w"3(w) € L*(R). The assertion (ii) is well known in the
Sobolev space theory whose proof is omitted. O

Definition 2.2 We say that s has the non-tangential boundary derivative or, in brief, boundary
derivative s'(t) at t € R, if a finite limit s(t) = limp+.,_; f(2) exists, and

m 22 =30 & gy (2.19)

I+: z—t z—1t

The limit allows the infinite values. Replacing s by s*) in the above definition, we can inductively
(k+1)

define the (k + 1)-order non-tangential boundary derivative s .
So far the notation §'(t) has two meanings. One is the boundary derivative defined by (2.19) and
the other is the limit
lim s'(z 2.20
im s'(2) (2.20)
(the fourth type derivative, or analytic derivative). Thanks to the following lemma the notation does
not cause ambiguity.

Lemma 2.3 Let s € L2(IR). Then

(1) Analytic derivative s’ defined by (2.20) exists.

(ii) Boundary derivative s' defined by (2.19) exists as a function in L>(IR) that coincides with the
analytic derivative.

Proof of Lemma By invoking (i) of Lemma 2.1, assertion (i) is a consequence of the basic result
2. To prove (ii) we use the same method as to prove the counterpart result for the disc case (see [15],
page 79).

Combining (ii) of Lemma 2.1 and Lemma 2.3, we have

Corollary 2.4 Let s and s™ belong to H*(C*), n > 1. Then
(i) All the boundary derivatives ', ..., s™ defined through (2.19) exist.

(ii) The boundary derivatives coincide with the corresponding analytic derivatives defined through
(2.20), and they all belong to L*(IR).

Let s € L2(IR). As a temperate distribution, s has a distributional derivative %. What is interested

is the case when the temperate distribution % belongs to L?(IR). The latter means that there exists
a function h € L?(IR) such that for all ¢ € S, the Schwarz class of rapidly decreasing functions, there
holds

<h¢>=—<s,¢0 >,

and % = h(t). We have the following result.



Lemma 2.5 Let s € L*(IR) and n a positive integer. Then the following conditions are equivalent.
(i) w5 € L*(IR).
(i1) (%)ns exists in L*(IR).
When they hold, we have ((%:)n s) “(w) = (iw)"8(w).

This result is well known and proved by standard techniques ([16]). Below we provide a proof by
using the Hardy spaces decomposition.

Proof of Lemma We first show (i) implies (ii). Assume w"$ € L2(IR). Then w"s+ and w™s~ both
are in L2(IR), where st € H?(C*). Due to (2.18), we have, for all y > 0,

/ |S+(n)(t+iy)\2dt — / w2n672yw’(8+)A(w)|2dw

—00 0
oow2”s+Aw2w
g/o (s) " (@)I%d

< oQ.

This shows that s*™ ¢ H?(C*) and therefore (s+(n))y has a L?(IR) limit, h*, as y — 0+ ([8], p57,
Theorem 3.1). On the other hand, for every y > 0 and ¢ € S,

< (st 6 >=< (s7),, (~1)"p™ > .
Passing to the L2-limits of (8+(n))y and (sT),, we obtain
<ht, ¢ >=<sT,(=1)"™ > .

This shows that (%)n (sT) = h* € L3(IR). Similarly we can show that there exists h~ € L?(IR) such
that (%)n (s7) = h~ € L*(IR). Therefore, we have (%)n (s) = h* +h~ 2 h € L?(IR). The proof that
(ii) implies (i) is direct. We choose to include it for the completeness. We assume that (%)n s exists
in the L?(IR). There holds

d*\"
< <dt> (s), 0 >=<s,(=1)"p™ > . (2.21)
Using Parseval’s identity, we have

~

< ((i)n s> o >=< 5, (—i(-)"d >=< (i(-))"5, ¢ > . (2.22)

Since ¢ runs over all S, the boundedness of the left-hand-side shows (i(-))"s € L2(IR). This proves
that (ii) implies (i), and ((g—*)ns) “(w) = (w)"8(w). O

Lemma 2.6 Let s € L?(IR) and n a positive integer. Then the following assertions hold.
(i) w"3(w) € L2(R) if and only if w"st(w) € L*(IR) and w"s~ (w) € L*(IR).

(ii) (%)”s € L*(R) if and only if (%)“sJr € L*(R) and (%)”5‘ € L*(IR).

(iii) t"s(t) € L*(R) if and only if t"sT(t) € L2(IR) and t"s~(t) € L*(R).

10



Proof of Lemma (i) is a consequence of s* = 4 4. (ii) is a consequence of (i) and Lemma 2.5. Now
we prove (iii). If "s(t) € L?(IR), then by Lemma 2.5 (%)%(w) € L*(R), and then X+(w)(%)”§(w)
and X_(w)(%)%(w) € L?(IR). We show that we can exchange the order of multiplying by y+ and
taking the distributional derivative (%)". Let h € L?(IR) be such that

<h, o >=<(-1)"3, o™ > = pes. (2.23)
It is easy to show
<xzh, o >=<h, x+p >

and
< (=), (x29)™ >=< (=1)"8, xap™ >=< (=1)"x48, ¢ >.

In order to show
<xah, p>=<(=1)"xa8, oW > = €S,

that is equivalent to the exchange rule
d*\" d*\" <
— ) §=(— 2.24
(L) o= (%) 9 (2.24)

< h, Xt >=< (=1)"3, (xz9)™ >, p€eS. (2.25)

it suffices to show

Note that x+¢ € L2(IR). Since the Schwarz class is dense in the Sobolev space L2 (IR) (Proposition
1, p122, [23]), there exists a sequence of functions ¢ in the Schwarz class S such that in the L?
convergence sense

vk — xep and ™ — (xrp)™

simultaneously. In (2.23) let ¢ = ), and take limit £ — oo, we obtain (2.25). By taking Fourier trans-
form and using the Plancherel Theorem on the right-hand-side of (2.24), we obtain t"s*(t), t"s™(t) €
L?(IR). Conversely, if t"s*(t), t"s~(t) € L*(IR), then by adding them up we obtain t"s(t) € L*(IR).
a

3 Definition of Phase and Amplitude Derivatives

Now we proceed to define phase and amplitude derivatives. We first have the following observations.
Let s(z) be an analytic function in C* and s(z) = A, (t)e*¥v()| 2 = t 44y, +y > 0. Taking the partial
derivative with respect to t and dividing s(¢ + iy) on the both sides, we obtain

Im <z’((ZZ))> _ 8wayt(lt)’

Ay(t)Re <5’(z)> oA,

s(z) ot

For a signal in the Sobolev space L%(IR) these relations do not hold on IR in general. It, however,
suggests the following formulation.

11



Let s(z) be a function analytic in C*. If ¢y € IR, we denote

D¥s(ty) 2 lim Im(S,(z))7

p I:z—tg

and

DEs(tg) 2 lim AT (t)Re (S/(2)> ,

T:z—to Y S(Z)

provided that the limits exist.

Theorem 3.1 Ifs, s’ € H?(C*), then both D;ts and Ds are well defined measurable functions, and

DEs(t) = Im (S/(t)> . DEs(t) = AX()Re <s/(t)) — (3.1)

s(t) s(t)

Proof of Theorem We will only prove the result for s, s € H*(C"). If the non-tangential limit of
s(z) as z tends to t exists, then the non-tangential limit
A(t) = lim A,(t) = li t
® = Jim, At = Jim, )
also exists. Noticing that s’/s is meromorphic, it then suffices to show (i) the non-tangential boundary
limits s(¢) and s'(t) both exist a.e.; and (ii) s(¢) is a.e. non-zero. Now (i) follows from the fact that

s(z) and §'(z) are in the Hardy space H?(C"). (ii) follows from a result on p 65, [8], asserting that the
non-tangential boundary value of a function in the Hardy H?(C%) is a.e. non-zero. O

Definition 3.2 If s, s € H?(CF), then s has non-tangential boundary limit s(t) = Ai(t)ewi(t).
According to Theorem 3.1, D;[s and DEs both exist as measurable functions. The analytic amplitude
derivative (amplitude derivative) and analytic phase derivative (phase derivative) are, respectively,

defined to be

AF'(t) 2 DEs(t), T (t) 2 DEs(t). (3.2)
Remark 3.3 Note that although goi/(t) have been defined, phase functions ¢*(¢) are not yet de-
fined. The unimodular functions ¢’ (®) are defined by s*(t)/|s*(t)|. This does not mean there exist
appropriate parametrizations goi(t) such that % are defined in the classical sense. Nevertheless,
in the sense specified in Definition 3.2, Theorem 3.1 asserts existence of the phase and the amplitude
derivatives of s and s, if s € L3(IR). On the other hand, it may be seen that if the function s
has analytic continuation across an open interval containing ¢y, then the above defined Ai/(to) and

©*' (o) coincide with the respective classical derivatives at to (also see [18]).
The results proved in this and the last section are summarized as follows.

Proposition 3.4 Let n be a positive integer. Then
(i) If s, s" € H%(C*), then s, as boundary derivative defined by (2.19) exists, and coincides with
the analytic derivative s defined by (2.20) from inside C*. It also coincides with the distributional

derivative (d;t):s. These derivatives are all in L*(IR).
"

(11) The conditions assumed in (i) are equivalent to the conditions supp § C [0, £00), and §(w), w"s(w) €
L*(R).
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(i5i) If the conditions of (i) hold, then the same results hold for k =1,...,n — 1.

() If s, s € H*(C*), then for the non-tangential boundary value s(t) = A(t)e’*®) | the analytic
amplitude and phase derivatives can be defined through non-tangential boundary values of the same
quantities from inside of the domain C*, as

A'=Dgs and ¢ = Dps. (3.3)
(UZ (%)”s €*L2(]R) if and only if (%)"5"r € L*(R) and (%)”s‘ € L*(R). In the case, (%)”s =
(575" + (s~
(vi) t"s(t) € L*(IR) if and only if t"s*(t) € L*(R) and t"s™ (t) € L*(IR).
(vii) If s € L*(IR), then (%)ns exists in € L2(IR) if and only if w"3(w) € L*(IR), and in the case
(%)) (@) = (w)"s(w).

4 Mean and Variance of Fourier Frequency in Terms of Analytic
Phase and Amplitude Derivatives

Definition 4.1 Let s be a square-integrable signal and |3(w)|* the density of the Fourier frequency,

then we can define the mean of the Fourier frequency by

() 2 /Oo wl3(w) 2dw, (4.1)
the Fourier bandwidth by
Boot 2 [ @)l (12)
-t (43)
and the mean of any Fourier frequency function g(w) by
)2 [~ g, (1.4

provided that the right-hand sides of (4.1), (4.2) and (4.4) are, respectively, well defined integrals.
Below we will also use the notation

o)== [ " g@))E () 2dw, (4.5)

—0o0
where 5T (w) are defined by (5.7).
With the preparations made in the proceeding section the following theorem is straightforward.
Theorem 4.2 Assume s, %5 € L*(R). With the decomposition s = st + s, (s%)" = y48, s=(t) =
A* (t)ewi(t), the mean Fourier frequency defined by (4.1) is identical with

(W) = / T () ATt + / T ARt (4.6)

—0o0 —00

where o* (t) are defined by (3.2).
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Proof of Theorem Since s, %s € L*(R), (vii) of Proposition 3.4 implies that §(w), wé(w) € L*(IR).
Holder inequality then implies w|$(w)|?> € L'(IR), and hence (w) is well defined. The assertions (v)
and (ii) of Proposition 3.4 imply that s, s=’ belong to H2(CF), respectively. The assertions (i) and
(iv) of Proposition 3.4 further imply that the boundary values s*" and the phase derivatives gpi, all
exist. There holds the decomposition

where

|5 (t) 2t

e s
_ /Oo Im{ = } 1 (1) Pt

- / o ()55 (1), (4.7)

where the fact that the boundary values s are a.e. non zero (p 65, [8]) justifies the division by s*(t).
As consequence,

[e.e] o0
(w) = / ot (1))t (t)Pdt +/ o7 (B)s~(B)Pdt. O
—0o0 —0o0
Example 4.3 Let s(t) = Hit? It has the decomposition s = sT 4+ s~ = 2 + 1iit. Then
AP0 =[SO = 1y € LA, () = o € R)
1+ 12 ’ (1 F it)2 ’

st(w) = V2myae(w)e M, wst(w) = V2mwxs(w)e ™ € LA(R),

and st as analytic functions in C*, respectively, have analytic continuations, and thus have smooth
phase derivatives. Precisely,

s:l: (t) — 1 — 1 +iarctant
LFit 1+ ¢2 ’
with 41
©F(t) = arctant and @' (t) = e

On the other hand, we also have

4 )
+ +1
lim gof(t) = Flzim Im (Z (ZZ)> = lim Im< ! >

Y0+ 1Tiz) 1+

justifying existence of the phase derivative defined in Definition 3.2. Since s itself is real-valued,
s(t) = H%eiso(t) with ¢(t) = 27k for any integer k. Therefore, s satisfies all the conditions assumed
in Theorem 1.1 and Theorem 4.2. By using Theorem 1.1,

0 o0 2
(w>:/_ @’(t)AQ(t)dt:/_ 0(1+2t2) it = 0.
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This can also be obtained directly from the definition of (w) and the property §(—w) = §(w) for real
valued signals. By using Theorem 4.2, we have

(W) = (w) <w>_
_ / (1) A2t )dt—i—/ o (A2 (1)t
_—

The results obtained from Theorem 1.1 and Theorem 4.2 coincide.
The following theorem gives a similar formula for (w?).

Theorem 4.4 Assume s, 45 € L*(R). With the decomposition s = st + 57, (sT)" = 18, s¥(t) =
Ai(t)ei‘f’i(t), there follows

o0

(w?) Z/_OO [(A+'(t))2+(A_'(t))Q]dH/ (AT ()™ (1)? + (A7 (1)~ (¢))?)dt. (4.8)

—00

Proof of Theorem Since s, 4 s € L(IR), (ii) of Proposition 3.4 implies w3(w) € L?(IR), and thus
w?|3(w)|? € LY(IR). (w?) is therefore well defined. The assertion (v) and (ii) of Proposition 3.4 imply
that s*, s’ belong to H?(C*), respectively. The assertion (i) and (iv) of Proposition 3.4 further

imply that the boundary values s*’ and the phase derivatives goi/ all exist. There then holds the
decomposition
(@) = (@) + (W)
with
i +o0 00 ,
Wt & i/ i) Pl = —/ is= (1) —is™ () dt
0 —00

[ IS s apa
/ZR&{ tt } \2dt+/_21m2{i((f))} s+ () 2dt
_ /Oo )] / (A1) at,

+

where, again, the fact that the boundary values s
by s*(t). Therefore,

are a.e. non zero (p 65, [8]) justifies the division

o0

(w?) Z/OO [(A+/(t))2+(A/(t))2]dt+/ (AT (O™ () + (A~ (e~ (1)%)dt. O

—00 —0o0

Corollary 4.5 Assume s, %s € L?(R). With the decomposition s = st +s7, (s¥)" = 48, sT(t) =
At (t)ei‘pi(t), the bandwidth

B = ()
= [V OP @R+ [0 - @PAT0 + (670 - WP 0l

(4.9)
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Proof of Corollary Based on the expressions of (w), (w?) obtained in Theorem 4.2 and Theorem
4.4, we have

B = () - (w)?
= (@) — 2 (@) + @)) + (@) / ()Pt

-/ T AT () + (A7 ()t + / T AT (e ()% + (A (0~ (1)t
2 [ et olstwPa+2 [ e 0ls 0P

H[ @l oPas [ w2 oPa
N / T AT (0 + (A7 ()2t + / Tl ) — @)?PAT ) + (07 (1) — @) ARl D

—00 —0o0

Alternatively, the bandwidth can be obtained directly by the same steps as in the proof of Theorem
4.4

Remark 4.6 If the signal s(¢) satisfies the assumptions of Theorem 1.1, then the decomposition
s = s+ 5~ can be performed, and the steps in the proofs of Theorem 4.2, Theorem 4.4 and Corollary
4.10 can be followed. The steps to prove the classical results (1.2), (1.9) and

BQZ/OO [dilh(jt)}th—i_/oo{[dflit)]z_<w>}2A2(t)dt (410)

can also be followed (see [4]). As result, the quantities (w), (w?) and B? have the alternative repre-
sentations, and Theorem 4.2, Theorem 4.4 and Corollary 4.10 are generalizations of (1.2), (1.9) and
(4.10).

5 Mean and Variance of Time in Analytic Phase and Amplitude
Derivatives of Fourier Transform of the Signal

We have written the bandwidth and the mean of the Fourier frequency in terms of the phase and the
amplitude derivatives of the signal. The same idea can be used to derive the mean of time and the
duration in terms of the phase and the amplitude derivatives of the Fourier transform of the signal.

Definition 5.1 Assume s € L?(IR). Define the mean of time by

) & /_Oo (8 [2dt, (5.1)
the duration by
2=t & [ (- @)Plsto)a (5.2)
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and the mean of any time function g(t) by
)2 [ glsto)a (53)

provided that the right-hand-sides of (5.1), (5.2) and (5.3) are, respectively, well defined integrals.
Below we will also use the notation

o)== | gl (0) Pt (5.4)

—00

Classical results associated with the amplitude-phase representation of the Fourier spectrum 3§
include (see [4])

0 =- [ s)pa (5.5)

and

T2 = o2 = /_Z <dzf:"))2dw + /_Z <d‘flf:’) + <t>>232(w)dw, (5.6)

where §(w) = B(w)e™@). Under the classical setting, these results are proved based on the pointwise
(strong) differentiability being counterpart to those assumed in Theoreml.1.

Assume s(t) € L2(R) and ts(t) € L?(R). Then §(w) € L?(R). We write 5(w) as §(w) = §*(w) +
§7 (w), where

§P W) = x=8]" (W), 8 (W) = [x+s]" (W) (5.7)

Similarly to the case of amplitude-phase representation of the signal s, we now have 3% (w) = BT (w)ewi (@)
€ L*(R), where B*'(w) and 9*'(w) are defined by the same way as in Theorem 3.1 and Definition
3.2. We have the following two results.

Theorem 5.2 Assume s(t) € L*(R) and ts(t) € L*(R). With the decomposition §(w) = §T(w) +
57 (w), §F(w) = [x55]" (), §*(w) = B* (w)ewi(“’), the mean time defined by (5.1) is identical with

0= - / T @) B w)dw / W) B ).

Theorem 5.3 Assume s(t) € L*(R) and ts(t) € L?(R). With the decomposition §(w) = 8 (w) +
(W), §(w) = [xgsO)]" (W), §F(w) = Bi(w)e“/’i(w), the duration is defined by (5.2) is identical
with

o0

ot = [ @R+ B @+ [ 7@+ 0B ) + 6 @) + (0B ).

—00 —00

The proofs of Theorem 5.2 and Theorem 5.3 are omitted as they are similar to those of Theorem 4.2
and Theorem 4.4.
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6 Covariance Under Hardy-Sobolev Spaces Decomposition

It is well known that correlation between frequency and time is measured by the covariance given in

Definition 6.1 [4] Let s(t) = A(t)e*® € L*(R), where A(t) = |s(t)|. Assume that the classical

. . dA(t) dp(t) ds(t)
derwatives ==, —5— and —

covariance is defined by

all exist as Lebesgue measurable functions, and % is in L*(IR). The

Covies = (1 0(1)) — (1)), (6.1)

dA ds

This definition is based on existence of the classical derivatives 7=, & and . The following is an

extension of the above definition to general cases.

Definition 6.2 Assume s, dts € L%(R). With the decomposition s = st +s~, (s7)(w) = x+3(w), sT(t) =
A* (t)ei‘/’i(t), the covariance is defined by

Covi, = (to™ (1)) 4 + (b~ (1)) — (t)(w). (6.2)

Proposition 6.3 Assume that signal s satisfies the conditions in Definition 6.1. Then it also satisfies
the conditions in Definition 6.2, and the right-hand-side of equation (6.2) reduces to the right-hand-side
of equation (6.1).

Proof of Proposition Since strong differentiability implies weak differentiability (see Remark 8.3),

the signal s(t) also satisfies the conditions in Definition 6.2. The phase derivatives p*'(t) = Im { :l((f)) }

are well defined, and
ot = [ ol
= Im/ t)tsE(t)dt
— [ () @)
= Im/ w)(s1)" (w)dw.

Therefore,

{to™ ()4 + (te7 (1) = Im/ w)(st)(w )dw+1m/ s7) (w)(s7)" (w)dw

= Im/ ws( dw+1m/ wi(w)§ (w)dw

~ Tm /_ ()T d.
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Since s satisfies the assumptions in Definition 6.1, ¢/(t) is well defined and identical with Im { SS,((tt) } .

—

Therefore,
o) = [ wolsoba
= Im/Zs’(t)ts(t)dt
= Im /_ Ziwé(w)de
— o [ WP
and

(tot (1) + (b~ (1) = (t' (1))
Thus the right-hand-side of the equation (6.2) is identical with the right-hand-side of the equation
(6.1). O
The covariance defined in Definition 6.2 is with respect to the time domain, where the Fourier
frequency w is replaced by the analytic phase derivative cpi/(t). One can alternatively define the
covariance with respect to the frequency domain, where the time ¢ should be replaced by the group
delay —¢i/(w). The following question arises: If we define the covariance by

Coviy = — (Wi W)+ — (W™ (W))- — (B){w), (6.3)
whether the two definitions are equivalent? The following theorem gives the positive answer.
Theorem 6.4 Assume s(t), %5, ts(t) € L*(R). With the decomposition s = st 4+ s, (st)" =

Y3, sE () = AXDPT O, sw) = (W) + 5 (W), W) = [ersl @) and FE(w) = BE(w)e
there holds

w)7

(te™ ()4 + (e~ (1)) - = =™ (W))4 — (WP~ (W)
Proof of Theorem 6.4 Since s(t) and Z:s, ts(t) € L?(R), the phase derivatives of s*(¢) and §*(w),
t

viz. o' (t) and ¢¥*'(w), all exist, and ¢+ (t) = Im {Tii/((t))} , v (w) =Im { S;((:j)) } :
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We have

/_ bt (1) 5 () 2dt

o /
Im / st (t)tsE
—00

Im/oo X+ (1) () + x= (8)5™ ()] s (D)% (8) + x—(0)s* ()]de

tm [ e (05 (TR OOt + I / Yo ()5 (O D= (O]t
+tm [ - 0T 5 e + T s~ (i (5= D]t
tm [ (05 (TR OOt + I / s (s O]t
m / (s 55) (@) ilprsE)N (@) dew
+m / ()il s5 ) (@) dw
tm [ st @) )
tIm / () (e sT)V () o,

where the cross terms vanish because of the relation x1x— = 0. Denote

o0

[t @ e+ [t i e £ 7

On the other hand,

/OO wip™ (W)|5F (W) Pdw = Im/OO w(55)(

By adding

—0o0

~ Im / [(x5™)" (@) + (xes™) (@)
(XFst)Nw )+(X1F3 )M w)dw

~ Im / (@) Ors )M @) dw
+Im / w(xssMHN (W) (x5 )N w)dw
+Im / wixgs )N (W) (xgsT)Nw)dw
+Im / wixss )N (W) (xFs)Nw)dw.

/_ " o ()]8 (@)Pdw and / " ™ ()]5 () P,
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the cross terms are canceled out. In fact,

| et @ @ + [ wles) @)l e
— o0 [o¢]

= [Tl + s @@ + O ) el
— [ ot @ e — [ st @i T wids

—0o0

_ /_Oo w(sHN (@) F T (@) dw

- [ i Os 0 s O - [ —ine st @i 0 e
= 0.
Similarly,
/OO (-5 @0 e + [ " sV (@) () (@) dw = 0.
Therefore, with the notation
| bt @l @i+ [ i) @)ies ) @ £ g,

we have

/OO Wit (w)]3F (W) Pdw + /OO W™ (W)[8 (w)Pdw = Im(g™ +¢7).

It then follows
T+ =9"+g.
Therefore,
Im(f* + f7) = —Im(g" +¢7).

As consequence,

/_°° 1o ()]s (6) Pt + /_°° b~ ()]s~ (1) Pdt = /_°° ™ (@)]6F (@) P~ / ™ ()5 () P,

that is,
{tt ()4 + (b~ ()= = =Wt W)y — (W~ (W) O
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7 Uncertainty Principle Under Hardy-Sobolev Spaces Decomposi-
tion

Next we present a proof of the uncertainty principle by using the Hardy-Sobolev spaces decomposition.

Theorem 7.1 Assume s(t), 4s, ts(t) € L2(R). Then there holds
010, > =1/ 1+ 4Covt2w.

Proof of Theorem 7.1 For the signal s(¢), the new signal defined by

Snew(t) = €_i<w>(t+<t>)3(t + <t>)

N —

has the same shape in both time and frequency as s(t) does, except that it has been translated in
time and frequency such that the means become zero. Conversely, if we have a signal $pe,, that has
zero mean time and zero mean frequency and we want a signal s(¢) of the same shape but with the
particular mean time (t) and the mean frequency (w), then

S(t) = ei<w>t3new(t - <t>)

So we may assume (t) = 0, (w) = 0, and the bandwidth is

o o d*
03:/ w2\§(w)]2dw:/ 1 (o)t

af:/ t2|s(t)|dt.

By using Holder’s inequality and (v) and (vi) of Proposition 3.4, we have

[ee] o d*
de = [ 2|<>|2dtx / (& o)t

> | / ()dt?

- | / t[s+<t>+s—<t>ns+’<t>+s*’<t>]dt|2

and the duration is

= | ts+ dt+/ ts—(t)s~ (t)dt|>.

—0o0

With s*(t +iy) = s, (t) = Af (t)ei‘p; () 4 > 0, the product rule of classical derivative gives

tsg(t)s)' () = tAFOAL (1) +itA (el (1)
= SUATW) — AT it AT (6" (0), (7.1)

Below the main effort will be to justify the integrability of (7.1) and passing to limit y — 0. Now we
show that ts is dominated by a L?(IR) function independent of y. It suffices to show that zs*(z) =
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(t+iy)s; (t) is a function in H*(C"). To prove this we start with showing that the Fourier transform
of ts*(t) is supported in [0,00). A basic result of Fourier transform gives

d* *

[()sT O] (@) = i=(x+8) " (W) = ix+(w) Z=5(w),

where the validity of exchange of multiplication by x4 and operation of taking distributional derivative
is proved in the proof of Lemma 2.6(iii). Thus the Fourier transform of ts*(¢) is supported in [0, 00),
and hence tsT(t) is the boundary value of a function g(z) in H?(C*). We are to show g(z) = zs1(2).
The Hardy function g(z) is given by

1 ast(x)
210 J_oo ® — (t + 1y)

- 2m/ V2mie®te ™y ()[()sH ()] (w)dw
d*

= = [ M@ O] @

Since multiplication by x4 can commute with 4 7> and since e“le=wY  as a function of w, is in the
Schwarz class, we have

9(z) =

zwt fwyd* N (w)dw
o) = m/ O] @)

[e.e]

= et () (e
= 257 (2)

Therefore, 25" (z), and so ts/(t) as well, are dominated by a non-tangential maximal function in
L?(R) independent of y. The function s*'(z) = s;/(t) belongs to H?(C*) and is also dominated by

the corresponding non-tangential maximal functions in L*(IR). Therefore, the product ts (¢)s; '(t) on
the left-end of (7.1) is dominated by a function in L!(IR) that is independent of y. It is easy to show
that the terms

AFHt) and AP ()T (8)

are also dominated by L'(IR) functions independent of y. In fact,

A7) = lsf? and LA (00" (1) = tlsy (0 Im (WG)) -

! sy (1)

Therefore, all the terms on the left-end and the right-end of the equation chain (7.1) are dominated
by L'(IR) functions independent of y. Now the integrability of tA;Q(t) implies

M
/ (tAf(t))/dt (t A+2( )Yy =0

—N
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for suitably choosing M, N — oco. From (7.1) we have

(o] 1 o0 o
/ tsy (t)st (t)dt = —2/ Af(t)dtﬂ‘/ LA ()T ().

—00 - —00

By using Lebesgue’s dominated convergence theorem, we have

/ T s (dt = 2 / T AR+ il (1))

—0o0 2 —0o0
Therefore,
o0 o0 1 o0
/ tst(t)st (t)dt + / ts—(t)s~ (t)dt = -3 / AP @) dt + it (£) 4
—0o0 —0o0 —00
1 o _2 . _/
_2/ A2 () dt + it ()
1 . / _r
= —5 +illteT (O)+ + (97 (1))-]
1
= —§+ZCOVtw.
Thus,
1
0303, > 1 + Covfw,
that is
010y, > = 1—|—4Covgw. O

8 Conclusions and Remarks

In this paper we show that the analytic phase and amplitude derivatives may be defined for signals in
the Hardy-Sobolev spaces H*L}(IR). As application, formulas (1.2), (1.9) and (1.10) can be extended
in appropriate forms to signals in the Sobolev space L?(IR). The classical uncertainty principle may
be proved by means of Hardy-Sobolev spaces decomposition.

Remark 8.1 There has been unfaded interest in the concept analytic signal since Gabor first in-
troduced it ([7]). There have been temptations of defining analytic instantaneous frequency based
on this concept. Any new clarification and development in relation to phase derivative and analytic
instantaneous frequency would lead to deeper understanding to the subject.

Remark 8.2 The developed theory and results are valid for both complex- and real-valued signals.
Since for real-valued signals there holds §(—w) = §(w), we always have (w) = 0 (see Example 4.3).
For a real-valued signal the mean (w) is often replaced by (w)* that presents a meaningful mean of
the Fourier frequencies. The latter corresponds to s* in the Hardy-Sobolev spaces decomposition
s=sT+s".
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Remark 8.3 In the generalized function theory it is well known that existence of the strong derivative

% as a function in L} (IR) implies existence of the weak derivative %. The converse also holds: if

s, % € L%*(IR), then there exists an absolutely continuous function § such that s(t) = 3(¢) a.e., and

% = % ([16]). Therefore, the absolutely continuous function §(¢) is a representative of the Lebesgue
equivalent class of s in the Sobolev space. There is then the question whether we can use such an
absolutely continuous function as an representative for the equivalent class s for which % € L*(R)?
The answer is “no”, for a signal analysis theory should be based on the equivalent classes but not
on particular representations. The amplitude derivatives and phase derivatives above defined through
the Hardy-Sobolev spaces decomposition are not dependent of any particular representation s but on
the equivalent class s. Indeed, the analytic functions s* defined through formulas (2.16) do not vary

if the boundary function s is replaced by any function in the same equivalent class.
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